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MMEDIATE INTEGRATION OF PROSODIC INFORMATION FROM
PEECH AND VISUAL INFORMATION FROM PICTURES IN THE
BSENCE OF FOCUSED ATTENTION: A MISMATCH NEGATIVITY
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sychology, Chinese Academy of Sciences, 4A Datun Road, Chaoy-
ng District, Beijing 100101, PR China

bstract—Language is often perceived together with visual
nformation. Recent experimental evidences indicated that, dur-
ng spoken language comprehension, the brain can immedi-
tely integrate visual information with semantic or syntactic
nformation from speech. Here we used the mismatch negativity
o further investigate whether prosodic information from
peech could be immediately integrated into a visual scene
ontext or not, and especially the time course and automaticity
f this integration process. Sixteen Chinese native speakers
articipated in the study. The materials included Chinese spo-
en sentences and picture pairs. In the audiovisual situation,
elative to the concomitant pictures, the spoken sentence was
ppropriately accented in the standard stimuli, but inappropri-
tely accented in the two kinds of deviant stimuli. In the purely
uditory situation, the speech sentences were presented with-
ut pictures. It was found that the deviants evoked mismatch
esponses in both audiovisual and purely auditory situations;
he mismatch negativity in the purely auditory situation peaked
t the same time as, but was weaker than that evoked by the
ame deviant speech sounds in the audiovisual situation. This
attern of results suggested immediate integration of prosodic

nformation from speech and visual information from pictures in
he absence of focused attention. © 2009 IBRO. Published by
lsevier Ltd. All rights reserved.

ey words: event-related potential, mismatch negativity, ac-
entuation, audiovisual integration, speech processing.

veryday tasks involve the integration of information from
ultiple sensory modalities. One such integration is that of
uditory inputs and the concomitant information from vi-
ual modality. Perceptual judgments can reflect combined
nformation from auditory and visual senses (Mishra et al.,
007; McDonald et al., 2003; Shams et al., 2000; McGurk
nd Macdonald, 1976). Speech comprehension is also

nfluenced by both linguistic information from speech and
isual information from the situational context. This raises
he question on how and when auditory and visual infor-

Corresponding author. Tel: �86-10-64888629; fax: �86-10-64872070.
-mail address: yangyf@psych.ac.cn (Y. Yang).
bbreviations: CW, critical word; EEG, electroencephalogram; EOG,
lectro-oculogram; ERP, event-related potential; fMRI, functional mag-
etic resonance imaging; Given-Accented, given information that was
ccented; MMN, mismatch negativity; New-Accented, new information
t
hat was accented; New-Deaccented, new information that was deac-
ented.
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ation combines to form a coherent interpretation of the
xternal world.

The integration of speech with visual information has
een explored in a variety of ways in eye-tracking, event-
elated potential (ERP), or functional magnetic resonance
maging (fMRI) studies. After reviewing these results, we
dentified two major strands of previous research. The first
ine of research found evidence for the on-line influence of
isual scene context on speech processing (e.g. Knoeferle
t al., 2005; Tanenhaus et al., 1995). For example, the

nfluential eye-tracking studies by Tanenhaus et al. (1995)
evealed that the referential visual contrast between two
bjects affected on-line resolution of local structure ambi-
uity in a spoken sentence (e.g. Put the apple on the towel

n the box). The second line of research looked into the
ntegration of picture information into spoken sentence
ontext. Some ERP studies manipulating the semantic fit
f a picture with respect to the preceding part of a spoken
entence reported similar N400 amplitudes and onset la-
encies as found for integration of semantic information
onveyed through a word (e.g. Willems et al., 2008;
zyürek et al., 2007; Federmeier and Kutas, 2001; Ganis
t al., 1996). Recently, Willems et al. (2008) further found
hat, despite obvious differences in representational for-
at, picture and word integration in a spoken sentence
voked similar N400 effect and led to overlapping activa-
ions in the left inferior frontal cortex.

All of those mentioned studies revealed that linguistic
nformation from speech and visual information from pic-
ures can be immediately integrated together to form
eaning interpretation. However, those studies only dem-
nstrated how visual information integrated with semantic
r syntactic information from speech. Besides semantic or
yntactic information, language also involves an additional
imension of information, namely prosody. Prosody is one
ind of suprasegmental phonological information in the
peech signal, which is usually distinguished as prosodic
tructure, intonation, and accentuation. Different from se-
antic or syntactic information, prosody cannot be derived

rom the underlying sequence of single phonetic seg-
ents, since it usually involves two or more segments and
ccurs simultaneously with those segments. In the past
ecades, there have been some studies conducted to

nvestigate the role of prosody in spoken language com-
rehension.

Accentuation is one aspect of prosody, which refers to

he relative prominence of a particular syllable, word, or
s reserved.

mailto:yangyf@psych.ac.cn
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hrase in a certain prosodic structure realized mainly by
odulation of pitch. It has been found that there is some

orrespondence between accentuation and information
tructure in a discourse context; speakers tend to place a
itch accent on new information, while leaving given infor-
ation deaccented (e.g. Wang et al., 2002; Bock and
azzella, 1983). Considerable studies have also investi-
ated the role of accentuation in spoken language com-
rehension. Psycholinguistic studies using behavioral
easures found that speech processing was facilitated
hen new information is accented and given information
eaccented (e.g. Li and Yang, 2004, 2005; Dahan et al.,
002; Terken and Nooteboon, 1987; Bock and Mazzella,
983). Several electroencephalogram (EEG) studies re-
ealed that when a discourse constituent was inconsis-
ently accented, a negative or positive ERP effect was
voked immediately (Li et al., 2008a; Magne et al., 2005;
ohnson et al., 2003; Hruska et al., 2000). Recently, using
RP technique, Li et al. (2008b) further demonstrated that
ccentuation conveys sentence-level meaning, and is pro-
essed linguistically in a similar way to lexical semantics in
discourse context. Therefore, all of those behavioral and
RP studies provided firm evidence for the fact that ac-
entuation plays an important role in spoken discourse
omprehension.

In summary, on the one hand, previous studies sug-
ested that semantic or syntactic information (segmental

nformation) from speech can be immediately integrated
ith visual information during meaning interpretation. On

he other hand, besides semantic and syntactic informa-
ion, spoken language involves prosody (suprasegmental
nformation), such as accentuation. It was found that ac-
entuation can indicate the information state of the corre-
ponding discourse constituent, and is processed linguis-
ically during language comprehension. That raised the
uestion of how the prosodic information, such as accen-
uation, was processed in a visual scene context. That is,
an the prosodic information be immediately integrated
nto a visual scene context during language processing? At
hat point along the language processing pathway does

his audiovisual interaction take place? In addition, previ-
us studies concerning accentuation processing or related
udiovisual integration mainly explored the process of
eaning understanding in the focused attention. Not much

s known about the speech–picture integration under non-
ttentional condition. Given those mentioned questions,
he present study aimed to investigate the integration of
rosodic information from speech and visual information
rom pictures in the absence of focused attention, and
specially the timing characteristics of this integration pro-
ess.

These research questions were investigated by using
calp recorded ERPs. The ERP component of interest is
he mismatch negativity (MMN), which is an event-related
esponse elicited by infrequent acoustic events (deviant)
ccasionally occurring among frequently repeated sounds
standard). The averaged ERP elicited by the deviant stim-
li deflects negatively relative to that elicited by the stan-

ard stimuli. The MMN, usually peaking around 100–250 t
s after a stimulus onset, is considered to be the outcome
f an automatic comparison process between the deviant
timulus and the memory trace formed by the repeated
epresentation of the standard stimuli (e.g. Näätänen,
001; Näätänen et al., 1993). Some neurophysiological
tudies have shown that the MMN can arise during audio-
isual speech perception (Froyen et al., 2008; Colin et al.,
002; Möttönen et al., 2002; Sams et al., 1991). That

ndicated that the MMN response characteristics are sen-
itive not only to the acoustic changes but also to the
hange in the audiovisual matching. Given its automaticity
nd sensitivity to audiovisual matching, the MMN was used
o investigate the implicit integration of prosodic and visual
nformation in the current study.

In this study, the cortical evoked potentials were re-
orded using an oddball paradigm in two situations: purely
uditory and audiovisual situations. In the audiovisual sit-
ation, relative to the concomitant pictures, the spoken
entence included appropriate accentuation in the stan-
ard stimuli, but inappropriate accentuation in the two
inds of deviant stimuli. In the purely auditory situation, the
ame speech sentences from audiovisual situation were
resented without pictures. If accentuation coded informa-
ion can be automatically integrated with visual information
rom pictures, the deviants in the audiovisual situation
ould evoke the MMN effect, and the audiovisual MMN
ould be stronger than that evoked by the pure speech
hanges in the auditory situation. In addition, by comparing
he time characteristics of the MMNs evoked by the same
eviant speech sounds with and without pictures, we could
xamine the relative time course of this audiovisual inte-
ration.

EXPERIMENTAL PROCEDURES

ubjects

ixteen right-handed subjects (22–30 years old; five females)
articipated in the experiment; all were native speakers of man-
arin Chinese. None of them had any neurological impairment or
istory of neurological or psychiatric problems.

timuli

he auditory stimulus was a Chinese spoken sentence “then a red
ectangle appears” ( ), which was
roduced by a male speaker and recorded at a sampling rate of
410 Hz. The critical word (CW) red ( ) was accented (max-

mum pitch�261 Hz, duration�580 ms) in one version of the
poken sentence and deaccented (maximum pitch�186 Hz, du-
ation�390 ms) in another version. Afterwards, the digitized sen-
ences were edited using Praat software (Boersma and Weenink,
004, from http://www.praat.org/) to equate the mean intensities of
he CW in the two versions of spoken sentence and to replace the
rst word then ( ) in the two versions with the same digitized
hen. Therefore, the CW in the two versions had the same onset
ime (726 ms) measured from the beginning of the sentences. The
isual stimuli were two pairs of pictures (“a blue rectangle and a
ed rectangle,” or “a red triangle and a red rectangle”). Two
ictures in every pair were presented in succession. The spoken
entence was presented as soon as the second picture appeared.

In the “Audiovisual” situation, the CW red in the spoken sen-
ence was consistently accented relative to the picture context in

he standard stimulus. That is, a blue rectangle and a red rectan-

http://www.praat.org/
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le, which appeared in succession, assigned new information
tatus to the CW; meanwhile, the CW was consistently accented
New-Accented) (75%, see Table 1). In contrast, there was mis-
atch between accentuation and picture context in the two kinds
f deviant stimuli. In one kind of deviant stimulus, the spoken
entence was the same as in the standard stimulus, but the
icture context (a red triangle and a red rectangle) set the CW as
iven information, hence inconsistent with the accentuation on the
W (Given-Accented) (12.5%). In another kind of deviant stimu-

us, the picture context was the same as in the standard stimulus,
ut the CW was inconsistently deaccented (New-Deaccented)
12.5%).

In the “Purely Auditory” situation, the same spoken sentences
rom audiovisual situation were presented without pictures. The
W was accented in the standard stimulus (Accented) and deac-
ented in the deviant stimulus (Deaccented).

rocedure

fter the electrodes were positioned, subjects were seated facing
computer screen in an acoustically and electrically shielded

oom. In all situations, they passively listened to the spoken sen-
ences. In the audiovisual situation, each trial began with a 300 ms
uditory tone, followed by the first picture (e.g. a blue rectangle)
hich was presented on the left side of the center screen. Then,
000 ms after the appearance of the first picture, the second
icture (e.g. a red rectangle) was presented on the right side of the
enter screen. The spoken sentence was presented in auditory
eans as soon as the second picture appeared. The two pictures
id not disappear from the screen until the end of the spoken
entence. To ensure that subjects were at all times focusing the
creen, they were asked to detect the changes in the pictures. In
he purely auditory situation, the same spoken sentences as in the
udiovisual situation were presented, but without the picture pairs.

able 1. Illustration for experimental materials

udiovisual situation 
Standard (New-Accented) 

Then a (RED) rectangle appears.     (75%)  
( )

Deviant1 (Given-Accented) 
        Then a “RED” rectangle appears.    (12.5%) 

” ”

Deviant2 (New-Deaccented) 
Then a (red) RECTANGLE appears.  (12.5%) 

( )

uditory situation  
Standard (Accented) 

Then a RED rectangle appears. 

Deviant (Deaccented)  
Then a red RECTANGLE appears. 

Note. Two pictures were presented in succession. As soon as the
econd picture appeared, the spoken sentence was presented by
uditory means. The picture e indicates blue rectangle; the picture �

ndicates red rectangle; the picture Œ indicates red triangle. Underline
ndicates the CWs in the sentence; brackets indicate new information
elative to the picture context; quotes indicate old information relative
o the picture context; capitalization and bold indicate the presence of
ccentuation.
white fixation cross (�) was presented simultaneously with the A
poken sentence in the center of screen. The size of the fixation
ross changed across trials. The subjects were asked to detect
he changes in the fixation crosses. In both audiovisual and purely
uditory situations, the subjects were informed that questions
bout what they saw on the screen would be asked afterword.

The effective measuring duration of about 80 min was divided
nto two sessions with five blocks for audiovisual situation and two
locks for auditory situation. The order of audiovisual and auditory
ituations was counterbalanced between subjects. In the audiovi-
ual situation, each block contained 75% (96 trials) of the standard
timuli and 25% (32 trials) of the deviant stimuli with 12.5% for
ach type of inconsistent accentuation. In the auditory situation,
nly the spoken sentences were presented. In both situations,
timuli were presented with an inter-stimulus interval of 650 ms. In
ddition, every block began with additional 10 trials which were all
tandard stimuli.

EG acquisition

EG was recorded (0.01–40 Hz, sampling rate 500 Hz) from 64
g/AgCl electrodes mounted in an elastic cap. EEG and electro-
culogram (EOG) data were amplified with a.c. amplifiers (Neu-
oscan). All electrode impedance levels (EEG and EOG) were
ept below 5 k�. All electrodes were referenced to the left mastoid
n-line. The EEG electrodes were re-referenced off-line to linked
astoids. Vertical eye movements were monitored via a supra-to

ub-orbital bipolar montage. A right to left canthal bipolar montage
as used to monitor horizontal eye movements.

RP analysis

he first 10 trials of all blocks and the standards immediately
ollowing deviants were not included in the analysis. Since the
umber of deviant trials was necessarily smaller than the number
f standard trials, in each block the same number of standard trials
as randomly selected to match the number of deviants per
ondition. The raw EEG data were 0.1–40 Hz band-pass filtered
nd corrected for blink artifacts. Subsequently, EEG data were
poched from �100 to 700 ms relative to the acoustic onset of the
W and baseline corrected (100 ms pre-stimulus interval). Trials
ontaining data exceeding a voltage criterion of �75 �V were
ejected (5.5% overall).

The mismatch response was obtained by subtracting the
veraged response to the standard waveform from the averaged
esponse to its corresponding deviant waveform respectively per
ubject, resulting in three difference waveforms: two for the au-
iovisual situation (“New-Deaccented” minus “New-Accented,”
Given-Accented” minus “New-Accented”) and one for the purely
uditory situation (Deaccented minus Accented). As seen from
ig. 1, the negative deflections consisted clearly of two peaks: one
eaking at about 100 ms and another peaking at about 210 ms
rom the acoustic onset of the CW. Given their latency and topog-
aphy (see Fig. 1 and Fig. 2), we classified the first negative
eflection as N1 effect, the second as MMN effect (Maess et al.,
007; Rinne et al., 2006).

Statistical analyses were done on the mean amplitudes in the
ollowing two latency windows: 80–120 ms (N1) and 190–230 ms
MMN) latency ranges following the acoustic onset of the CW
red). Analyses of variance were conducted on a selection of three
idline electrodes (Fz, Cz, Pz) and six lateral electrodes (F3/F4;
3/C4; P3/P4). First, to estimate the three MMNs (two for the
udiovisual situation and one for the purely auditory situation)
espectively, three separate original ANOVAs were conducted
ith Stimulus type (deviant, standard), Laterality (left, midline,

ight) and Anteriority (F3/Fz/F4, C3/Cz/C4, P3/Pz/P4) as indepen-
ent factors. Second, to compare the MMN elicited by the deviant
peech in the purely auditory situation with the MMN elicited by the
ame deviant speech in the audiovisual situation, the difference

NOVAs were performed based on two difference waveforms
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“New-Deaccented” minus “New-Accented,” Deaccented minus Ac-
ented). When the degree of freedom in the numerator was larger
han 1, the Greenhouse-Geisser correction was applied.

RESULTS

esults in the 190–230 ms latency range (MMN)

n the time window of 190–230 ms, the original ANOVA,
hich compared New-Deaccented with New-Accented, re-

ig. 1. Grand average ERPs at Fz, Cz, and Pz for the standard stimul
ew-Accented (standard) in the audiovisual situation; middle, New-D

ight, Deaccented (deviant) vs. Accented (standard) in the auditory si

ig. 2. Topography of the ERP effects for the deviant stimuli in the
a
udiovisual and auditory situations in the 190–230 and 80–120 ms

atency windows after the CW onset.
ealed a significant main effect of Stimulus type [F(1,15)�
0.73, P�0.0001], indicating that the deviant New-Deac-
ented evoked a larger negative deflection (MMN) than the
tandard New-Accented (effect size: �1.29 �V). In addi-
ion, there was a significant interaction between Stimulus
ype and Anteriority [F(2,15)�9.67, P�0.005]. Subsequently
imple-analyses showed that the MMN effect was signifi-
ant at all of the three levels of Anteriority (frontal, central
nd parietal) [F(2,15)�24.65, P�0.0001; F(2,15)�40.62,
�0.0001; F(2,15)�12.79, P�0.005, respectively], but

eached maximum on the central sites. The original
NOVA comparing Given-Accented with New-Accented
lso results in a significant main effect of Stimulus type
F(1,15)�22.26, P�0.0001], due to the fact that the deviant
iven-Accented elicited a larger negative deflection than

he standard New-Accented (effect size: �0.98 �V). In the
urely auditory situation, the original ANOVA demon-
trated that the deviant “Deaccented” evoked a significant

arger negative deflection that the standard “Accentuated”
F(1,15)�6.18, P�0.05] (effect size: �0.52 �V). The Stim-
lus type by Anteriority interaction was found to be signif-

cant too, due to the fact that the Stimulus type effect only
eached significance on frontal and central sites [F(2,15)�
3.04, P�0.005; F(2,15)�6.65, P�0.05, respectively].

Then we compared the MMN evoked in the purely

stimuli, and difference waveforms. Left, Given-Accented (deviant) vs.
d (deviant) vs. New-Accented (standard) in the audiovisual situation;
i, deviant
uditory situation with the MMN evoked by the same de-
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iant speech sound in the audiovisual situation. First,
ean amplitude in the 190–230 ms latency after CW onset
as computed based on the two difference waveforms:
eaccented minus Accented, “New-Deaccented” minus

New-Accented.” Second, timing of the negative deflection
n the two difference waveforms was measured by deter-

ining individual peak latencies between 150 and 270 ms
fter CW onset. This time-window was set after visual

nspection of the data and included the time window (190–
30 ms) for the MMN in the present result. The mean
mplitude or peak latency was submitted to difference
NOVAs with Situation (audiovisual, purely auditory), Lat-
rality and Anteriority as independent factors. The differ-
nce ANOVA with mean amplitude as dependent factor
esulted in a main effect of Situation, indicating that the
MN evoked in the audiovisual situation was stronger than

hat evoked by the same deviant speech stimuli in the
urely auditory situation [F(1,15)�4.73, P�0.05] (effect size:
0.78 �V). However, the difference ANOVA with peak

atency as dependent factor found neither main effect of
ituation [F(1,15)�1.48, P�0.234] nor the interaction be-

ween Situation and other factors.

esults in the 80–120 ms latency range (N1)

n the time window of 80 –120 ms, the three original
NOVAs revealed that: the deviant “Deaccented” elicited a
arginally significant larger negative deflection that the

tandard “Accentuated” in the purely auditory situation
F(1,15)�3.86, P�0.068; effect size: �0.50 �V]; in the au-
iovisual situation, the negative deflection evoked by the
eviant New-Deaccented was significantly larger than that
voked by the standard New-Accented [F(1,15)�23.63,
�0.0001; effect size: �0.96 �V]; there was no significant
ifference between the deflection evoked by the deviant
iven-Accented and standard New-Accented [F(1,15)�1.97,
�0.181].

The difference ANOVA with mean amplitude as depen-
ent factor only resulted in a significant Situation by Lat-
rality interaction [F(2,15)�5.32, P�0.05]. Further analysis
evealed that on all of the three levels of Laterality (left,
idline and right), there was no significant difference be-

ween audiovisual and purely auditory situations.

DISCUSSION

his current study investigated the integration of prosodic
nformation from speech with visual information from pic-
ures in the absence of focused attention. The results
emonstrated that: in the purely auditory situation, pro-
odic changes in speech evoked a MMN effect; in the
udiovisual situation, changes in prosody-picture corre-
pondence also evoked significant MMN effects. When
omparing the purely auditory MMN with the MMN evoked
y the same prosodic changes in the audiovisual situation,
e found an enhancement of the MMN amplitude in the

atter. Furthermore, the prosodic changes were processed
t the same latency in the audiovisual situation as in the
urely auditory situation. We interpreted this pattern of

MN effects as reflecting immediate integration of the r
rosodic information from speech with visual information
rom pictures. In the subsequent sections, we discussed
hose results in more detail.

n-line integration of prosodic and visual
nformation under non-attentional condition

n the audiovisual situation, relative to the standard stimuli
consistent accentuation: “New-Accented”), both kinds of
eviant stimuli (inconsistent accentuation: “Given-Ac-
ented” and “New-Deaccented”) evoked MMN effects re-
pectively. We claimed that those MMN effects were spe-
ific to the audiovisual situation. On the one hand, the
MN evoked by the deviant speech sound in the audiovi-

ual situation (New-Deaccented vs. New-Accented) was
ignificant larger than that evoked by the same deviant
peech sound in the purely auditory situation (Deaccented
s. Accented). This enhancement could not be explained
y the mere auditory difference, but might be also related
o the speech–picture correspondence. On the other hand,
or the deviant “Given-Accented” and standard “New-Ac-
ented,” although the speech sentence was exactly the
ame, their picture contexts were different. Thus, the
peech–picture correspondence differed between them.
e claimed that the MMN evoked by “Given-Accented”
as also related to the speech–picture correspondence.
n alternative explanation is that the MMN was evoked by

he pure picture contrast, but not by the audiovisual con-
rast. This was disproved by the convergence of the ERPs
o the word “then” (seen Fig. 3), since the picture context
ad already deviated at the beginning of the sentence
namely, the word “then”). In summary, since the MMN
voked by the two kinds of deviant in the audiovisual
ituation was neither pure auditory nor pure visual, we

nterpreted it as reflecting the on-line audiovisual integra-
ion. The prosodic information from speech sentence could
e integrated with visual information from pictures imme-
iately during speech processing.

The MMN is known to be evoked automatically
Näätänen et al., 1993). In the current study, there were no
ask requirements related to the speech sentence or the
peech–picture correspondence. Thus, the current results
ight reflect an automatic detection of the changes in

peech–picture correspondence. It was indicated that the
uman brain could integrate the prosodic information from
peech with visual information from pictures under non-
ttentional condition.

he time characteristics of the audiovisual
ntegration process

his finding of speech–picture integration contributed to
revious evidence of audiovisual interplay. Considerable
ehavioral, ERP, and fMRI studies have already demon-
trated the audiovisual effect on perceptual processing
e.g. Mishra et al., 2007; Watkins et al., 2006; McDonald et
l., 2003; Molholm et al., 2002; Shams et al., 2000; Giard
nd Peronnet, 1999). For example, Shams et al. (2000)
ound that a single flash can be misperceived as two
ashes if paired with two beeps. McDonald et al. (2003)

eported that the visual P1 component could be modified
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y the relative location of a task-irrelevant sound with
espect to the visual event. The current results added
urther evidence to this literature by showing that the early
udiovisual integration could occur when people are pre-
ented with more natural and meaningful combinations of
uditory and visual stimuli.

A key issue in the research on audiovisual perception
s at which stage of information processing acoustic and
isual inputs are integrated. One hypothesis is that multi-
ensory integration occurs relatively late, following exten-
ive processing of single sensory input. Feedback connec-
ions may exist from higher-level multisensory regions,
ack to lower-level areas. (e.g. Bonath et al., 2007; Mc-
onald et al., 2003; Calvert et al., 2000; Massaro, 1999.)
n alternative proposal assumed that the multisensory
onvergence exists at all levels of cortical hierarchy. There
re direct feedforward influences between visual and au-
itory processing (e.g. Driver and Noesselt, 2008; Foxe
nd Schroeder, 2005). In the current study, changes in
peech–picture correspondence elicited MMNs with around
10 ms peak latency. Importantly, this audiovisual combin-

ng process was as fast as the purely auditory processing,
s indicated by the same peak latencies in the audiovisual
nd purely auditory situations. Those results could not be
xplained by the later-integration hypothesis, because ac-
ording to the later-integration hypothesis, the detection of
he audiovisual changes would occur later than the detec-
ion of purely auditory changes. In contrast, the current
esults support that the auditory and visual input might be
ntegrated at an early stage of perceptual processing, and
hat the auditory inputs to this audiovisual process arrive
hrough feedforward connections. This early audiovisual
ntegration is in agreement with ERP studies which have
emonstrated early modulation of activity in the auditory
ortex caused by visual components of audiovisual stimuli
e.g. Giard and Peronnet, 1999; Möttönen et al., 2002;
olholm et al., 2002). All of those results indicated that the
udiovisual integration could occur at the early stage of
erceptual processing, and it utilizes the full range of an-
tomical connections types, including feedforward as well

ig. 3. Grand average ERPs aligned to words that immediately prec
timuli in the audiovisual situation.
s feedback and lateral. n
ndication in the literature of language
omprehension

he current results had also important indications in the liter-
ture of language comprehension. As introduced in the intro-
uction, previous studies have already demonstrated that the
emantic or syntactic information from speech can be inte-
rated with visual information immediately during language
omprehension (e.g. Knoeferle et al., 2005; West and Hol-
omb, 2002; Tanenhaus et al., 1995; Willems et al., 2008;
zyürek et al., 2007). The current experiment extended

hose results by showing that not only semantic or syntactic
nformation (segmental information) but also prosodic infor-

ation (supersegmental information) can be immediately in-
egrated with the visual information. Furthermore, the current
esults suggested that, even in the absence of focused at-
ention, the language system still can make combined use of
ifferent sources of information, such as prosodic information

rom speech and visual information from pictures.
In addition, the current results adds to the understand-

ng of the language processing system as taking different
ources of information into account at the same time (e.g.
illems et al., 2008; Tanenhaus and Trueswell, 1995).
ithin the study of the cognition of language, the issue of

ow linguistic and extralinguistic information is integrated
s reflected in the distinction between one-step and two-
tep models of language comprehension. The implication
f two-step models is that, first, the meaning of a sentence

s computed and second, the sentence meaning is inte-
rated with extralinguistic information (e.g. Lattner and
riederici, 2003). In contrast, underlying the one-step
odel is the “immediacy assumption,” according to which
very source of information that constrains the interpreta-
ion of an utterance can, in principle, do so immediately. In
he current study, the detection of the changes in speech–
icture correspondence was as fast as the detection of
urely speech changes. This pattern of results was incon-
istent with the classic two-step model of interpretation,
ecause the two-step model would expect the integration
f mere linguistic information to precede the integration of

CWs in the deviant (Given-Accented) and standard (New-accented)
ede the
onlinguistic information. Instead, the current result was in
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ine with the immediacy assumption, all available informa-
ion is used immediately to co-determine the interpretation
f linguistic expressions.

CONCLUSION

ur results showed that changes in prosody-picture corre-
pondence influences the magnitude of MMN response. Im-
ortantly, the detection of this audiovisual change was as fast
s the detection of purely auditory change. We interpreted

hese results as reflecting immediate integration of prosodic
nformation from speech with visual information from pictures
nder a non-attentional condition. These findings bear rele-
ance to audiovisual integration research by suggesting that
he auditory and visual input can be integrated at an early
tage of processing, and that there might be direct feedfor-
ard influences between visual and auditory processing. In
ddition, the current results add to the understanding of the

anguage processing system as taking different sources of
nformation into account at the same time.
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